Political Deepfakes Are as Credible as Other
Fake Media and (Sometimes) Real Media

Soubhik Barari, University of Chicago

Christopher Lucas, Washington University, St. Louis

Kevin Munger, European University Institute

There is widespread concern that political “deepfakes”™—fabricated videos synthesized by deep learning—pose an

epistemic threat to democracy as a uniquely credible form of misinformation. To test this hypothesis, we created novel

deepfakes in collaboration with industry partners and a professional actor. We then experimentally assess whether

deepfakes are distinctly deceptive and find that deepfakes are approximately as credible as misinformation commu-

nicated through text or audio. However, in a follow-up discernment task, subjects often confuse authentic videos for

deepfakes if the video depicts an elite in their political party in a scandal. Moreover, informational interventions and

accuracy primes only sometimes (and somewhat) attenuate deepfakes’ effects. In sum, our results show that while

deepfakes may not be uniquely deceptive, they may still erode trust in media and increase partisan polarization.

Deepfakes pose an especially grave threat to the public’s trust in the information it consumes . . . if the public can no longer trust recorded events

or images, it will have a corrosive impact on our democracy.

—Senators Marco Rubio and Mark Warner, in letters to social media companies (Rubio and Warner 2019).

ocietal concerns about misinformation have recently

centered on novel deep learning technologies capable

of synthesizing realistic videos of politicians making
statements that they never said, colloquially termed deepfakes.
Unlike previous video manipulation tools, contemporary
deepfake tools are open source, and thereby unlicensed, un-
regulated, and able to be harnessed by hobbyists (rather than
visual effect specialists) with relatively basic computational
skills and resources. Figure 1 graphically summarizes the two
major technologies to produce deepfakes, which, by many
counts, are responsible for the production of the vast majority
of political deepfakes at the time of writing (Ajder et al. 2019;
Davis 2020; Lewis 2018).!

Because deepfakes let ordinary users produce media that
falsely depicts someone saying and doing that which they
never said nor did, it is commonly suggested that deepfakes
uniquely threaten the electorate’s trust in the information
it consumes. This concern is not without cause; since the
advent of open-source deepfake technologies, political elites
around the world have been targeted in deepfake video
scandals. For example, the Russia-Ukraine war of 2022 saw
an escalation in the usage of deepfakes for wartime propa-
ganda: Deepfakes of both Ukrainian President Volodymyr
Zelenskyy and Russian President Vladimir Putin circulated
on mainstream social media sites before being identified and
banned (Wakefield 2022). It is unknown whether these
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1. We summarize the most up-to-date empirical knowledge about the current circulation, intended purpose, authorship, and population distribution of

political deepfakes in app. A.

Published online March 13, 2025.

The Journal of Politics, volume 87, number 2, April 2025. © 2025 Southern Political Science Association. All rights reserved. Published by The University of
Chicago Press for the Southern Political Science Association. https://doi.org/10.1086/732990 ooo


email
https://dataverse.harvard.edu/dataverse/jop
https://doi.org/10.1086/732990

ooo / Deepfakes Are No More Credible Soubhik Barari, Christopher Lucas, and Kevin Munger

pjul

adversairal

0 train) . @
output (predict) R (i ‘:',

Target facial training
footage

input (predict)

Impersonator facial training
footage

il o

Impersonator performance
(facial + vocal)

Face-Swap Deepfake Lip-Sync Deepfake

Targeted lip-sync
footage Q

e

Target destination
clip

lip-sync

keypoints

output (predict)

input (predict)

&

ce

Impersonator performance
(lip-sync + vocal)

Figure 1. How deepfake videos are generated. Shown are two major methods of producing deepfakes. The left illustrates the production of a face-swap
deepfake, which requires a full clip featuring the impersonator’s performance including the audio and the background context for the clip where the facial
features are swapped via a trained deep learning model called an autoencoder. The right illustrates a lip-sync deepfake, which requires a destination clip of
the target and a vocal impersonator’s performance, including their audio and lip-sync key points; these key points are transferred into a matching synthetic
lip-sync video of the target via a deep convolutional neural network model trained on the target.

deepfakes continued to circulate on channels like Signal,
WhatsApp, or Telegram.

Because of this threat, lawmakers (Brown 2019; Galston
2020; Gazis and Becket 2019), news outlets (Frum 2020;
Hwang and Watts 2020; Parkin 2019), and civil society groups
(Ajder et al. 2019; Bateman 2020; Davis 2020; Lewis 2018) have
all emphasized the potential harm that deepfakes may cause to
democracy, and legislation exists in more than a dozen states to
regulate the production and dissemination of deepfake videos
(Prochaska, Grass, and West 2020).

This article evaluates whether or not these concerns are
warranted by answering a series of fundamental research ques-
tions. First, are deepfake videos of salient public officials more
credible (i.e., not appearing fake or doctored) than equivalent
information faked in existing media modalities such as tex-
tual headlines or audio recordings? We denote this question
as research question 1 (RQ1) throughout the text. Second, are
deepfakes more credible to certain subgroups (RQ2)? Third,
are deepfake videos as credible as authentic videos of political
elites (RQ3)?

Although the scope of possible deepfakes, political or
nonpolitical, is vast, our experiment chiefly employs deepfake

scandal videos of political elites given their prominence in
contemporary debates and the disproportionate number in the
discernible population of deepfakes relative to other forms of
misinformation (see app. sec. A). Scandals—or “public reve-
lation(s) of previously concealed misconduct” (Dziuda and
Howell 2021)—have demonstrable effects on a variety of im-
portant outcomes: mass public opinion (Berinsky et al. 2011;
Darr et al. 2019), national media outlets’ agendas (Galvis,
Snyder Jr., and Song 2016; Puglisi and Snyder Jr. 2011), elec-
tion outcomes (Basinger 2013; Hamel and Miller 2019), the
afflicted individuals’ career trajectories, the legislative behavior
of copartisans (Dewan and Myatt 2007; Dziuda and Howell
2021), and others. If the answers to the research questions we
pose are “yes,” ensuing scandals from circulated deepfake
videos may shape the behaviors and activities of political elites,
in addition to misinforming the public and eroding institu-
tional trust.

However, we also note that scandals do not always have
significant consequences for politicians (Zaller 1998), per-
haps because of the proliferation of choice in media (Bennett
and Iyengar 2008) or partisan attachment and resistance to
counterattitudinal information (Bartels 2002a). Even if true,



our results are nonetheless interesting: Our research questions
are chiefly about media credibility, not attitudes regarding
public officials. There is no reason to suspect that the credi-
bility of deepfake scandals (relative to text stories) differs much
from that of deepfake policy statements, relative to a textual
equivalent.

On the question of credibility effects, after running a large,
carefully controlled online survey experiment, we find little
evidence to suggest that deepfakes are uniquely credible or
affectively manipulative compared to the same misinforma-
tion communicated through text or audio. However, in a
follow-up discernment task, we find that subjects confused
authentic videos of political elites for deepfakes if the elites
were in-partisan politicians depicted in a scandal. Throughout
the experiment, we staged interventions—broad informational
messages, specific debriefs, and an accuracy prime—that only
somewhat attenuated deepfakes’ effects. Above all else, broader
literacy in politics and digital technology increased discern-
ment between deepfakes and authentic videos of political elites.

To be clear, results based on temporally constrained ex-
periments like ours cannot guarantee that deepfakes will not
eventually change the broader informational environment,
nor can we perfectly anticipate how the technology will evolve.
For example, prior to the widespread adoption of deep learn-
ing, it was common to manipulate video with conventional
video editing software. These videos, now termed “cheapfakes,”
can be understood as a part of a continuum spanning from
cheapfakes to deepfakes. Increasingly, popular social media
platforms like TikTok, Snapchat, and Instagram incorporate
video manipulation techniques that exist somewhere on this
continuum (including face-swap, lip-sync varieties, and many
others). Within this broader environment, manipulated videos
made their way into political discourse well before widespread
access to deepfake technology. For example, in the 2016 elec-
tion, a video posted to YouTube was edited to create un-
founded rumors that Hillary Clinton had Parkinson’s, and in
2019, a video was deceptively edited to make Nancy Pelosi
appear unwell. Around the same time, a video of Jim Acosta
was sped up to appear as if CNN reporter Jim Acosta struck a
White House staffer (Chesney, Citron, and Jurecic 2019).

Already, many of the most-viewed faces on social media
platforms have been digitally altered with nearly the same
realism as the deepfake videos in the current experiment. The
long-term effects of this shift and others made possible by
digital manipulation technology are difficult to discern, but we
endorse broader theory-building in service of hypotheses that
are potentially orthogonal to the effects of earlier media
technologies, that is, to “reconcile the categories of normal
political communication research with [newly] important
aspects of lived political experience” (Bennett and Iyengar
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2008, 714). We thus present our research as a direct inter-
vention into an immediately policy-relevant debate, one in
which popular attention has not yet been met with sufficient
empirical evidence. We hope that these results help drive fu-
ture theorization about other possible effects that seemingly
potent video manipulation technologies may have.

MEDIA EFFECTS OR MEDIUM EFFECTS?

McLuhan (1964) famously quipped that “the medium is the
message,” proposing that the form and method of communi-
cation is at least as important as its message in how it affects
both the receiver and society more broadly. This insight was
significantly refined and empirically tested in Iyengar’s and
Kinder’s (1987) pioneering analysis of the role of television in
American politics. As audiovisual political communication has
evolved, scholars have identified certain novel attributes of the
medium that produce previously unobserved effects. For ex-
ample, Mutz (2016) finds that the combination of close-up
camera shots, large television sets in the household, and uncivil
political talk in political news programs induces anxiety in
viewers and amplifies partisan responses to its content. Tele-
vision campaign ads have been demonstrated to successfully
persuade with emotional appeals through affective language,
visual frames, and musical cues (Brader 2006). Similarly,
Damann, Knox, and Lucas (2023) demonstrate that audio and
video reporting of political statements elicits emotional re-
sponses that are not present in equivalent textual summaries.
Other research shows political “infotainment” (e.g., satire, late
night talk shows, comedy) is the main source of political news
for a large swath of Americans (Mitchell et al. 2016) and
engages audiences by cultivating both positive and negative
emotional attachments to political figures and concepts (Baym
and Holbert 2020; Boukes et al. 2015). Moreover, comedic
impersonations that depict caricatured negative traits of poli-
ticians prime viewers of those traits and can also influence
viewers’ electoral support (Esralew and Young 2012).

Finally, beyond political science, a broad literature doc-
uments how audiovisual information is the prima facie me-
dium for persuasion in a variety of contexts: recall of emo-
tionally charged or traumatic events (Christianson and Loftus
1987; Kassin and Garfield 1991), courtroom testimony (Kassin
and Garfield 1991), and persuasion in election campaigns
(Grabe and Bucy 2009).

Despite this large body of research, we did not find justi-
fication for strong expectations on RQ1 (“Are deepfake videos
of salient public officials more credible than equivalent infor-
mation faked in existing media modalities?”). While the afore-
mentioned work investigates the effect of different mediums
of communication, it is not obvious how this research relates
to novel technology for generating synthesized video (i.e.,
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Table 1. Subgroups Hypothesized to Perceive Deepfakes As Credible

Subgroup

Mechanism(s) of Credibility

Intervenable
Older adults (>65 y)
Partisans (with out-partisan

Inability to evaluate accuracy of digital information (Barbera 2018; Guess et al. 2019; Osmundsen et al. 2021)
« Directional motivated reasoning about out-partisans (Enders and Smallpage 2019;

target) Leeper and Slothuus 2014)
o Accuracy motivated reasoning about out-partisans (Druckman and McGrath 2019;

Tappin, Pennycook, and Rand 2021)

Sexists (with female target)

« Consistency with prior hostile beliefs about women (Cassese and Holman 2019;

Glick and Fiske 1996; Schaffner et al. 2018)
o Consistency with prior benevolent beliefs about women (Cassese and Holman 2019;
Glick and Fiske 1996; Schaffner et al. 2018)

Low cognitive reflection
Low political knowledge

Overreliance on intuition over analytical thinking in making judgments (Pennycook and Rand 2019)

« Inability to evaluate plausibility of political events

« Inability to recognize real facial features of target (Brenton et al. 2005; Lupia 2016)

Low digital literacy

o Inability to evaluate accuracy of digital information

« Limited/no recognition of deepfake technology (Guess et al. 2020; Munger et al. 2020)

Nonintervenable

Low accuracy salience

Uninformed about
deepfakes

Limited/no attention to factual accuracy of media (Pennycook et al. 2020)
Limited/no recognition of deepfake technology

Note. This list is neither exhaustive nor mutually exclusive but rather enumerates substantively important subgroups in American politics. We clarify

possible mechanisms for each groups’ susceptibility, but proving these and not alternative mechanisms is beyond the scope of this article.

deepfakes). At the time of fielding, consistent with the related
literature and contemporary popular press, we hypothesized
that deepfake videos are more deceptive than other formats
and therefore would be perceived as more credible than equiv-
alent information in text or audio formats.?

Susceptible subgroups

A robust literature has identified a number of “at-risk”
subgroups with heightened susceptibility to misinformation
in the political context of the United States. We summarize
the most-studied groups in table 1 and hypothesized these
groups would also be susceptible to deepfakes (RQ2).

The first category—older adults—draws on the obser-
vation that “users over 65 shared nearly seven times as
many articles from fake news domains as the youngest age
group” during the 2016 US Presidential election (Guess,
Nagler, and Tucker 2019, 1). Similarly, Barbera (2018) finds

2. In our study, to prevent survey fatigue and reduce priming across
outcomes, we elicit direct credibility evaluations of media upon exposure
rather than asking if the depicted events truly occurred, which may be
evaluated on their perceived plausibility independent of the information
presented. See the “External Validity” section for further discussion.

that people over 65 shared roughly 4.5 as many fake news
stories on Twitter as people 18 to 24. Matching Twitter
users to voter files, Osmundsen et al. (2021) find that the
oldest age group was 13 times more likely to share fake
news than the youngest. If the primary mechanism of this
susceptibility is inability to evaluate digital information, we
expect this will be exacerbated when exposed to more com-
plex information in the form of video.

Next, research identifies that motivated reasoning, or the
selective acceptance of information based on consistency with
prior beliefs, powerfully shapes how individuals respond to
information. We identified mechanisms for how two types of
substantively important prior dispositions (although many
more exist) may predict deception by deepfake: partisan group
identity and sexist attitudes. A large literature documents
how partisan identity—either by way of strong directional
motivations to reject new evidence or differing prior beliefs
about the credibility of new evidence—directs voters’ attitudes
about events, issues, and candidates (Druckman and McGrath
2019; Enders and Smallpage 2019; Leeper and Slothuus 2014).
Moreover, voters” evaluations of candidates or events can be
driven by prior negative stereotypes (Cassese and Holman
2019; Teele, Kalla, and Rosenbluth 2018). Women are a



particularly salient group in the post-Trump era: A recent
survey finds that, next to partisanship, ambivalent sexist views’
most strongly predicted support for Donald Trump in the
2016 US Presidential election (Schaffner, MacWilliams, and
Nteta 2018). For both groups, the affective and evidentiary
appeal of videos may interact with the need to maintain con-
sistent beliefs and heighten the credibility of deepfakes.

Another set of subgroups may be especially susceptible to
deepfakes due to constraints on cognitive resources or knowl-
edge. Performance in cognitive reflection tasks measures reli-
ance on “gut” intuition, which may preclude careful examina-
tion of video evidence (Pennycook and Rand 2019). Similarly,
those with little political knowledge may have little prior ex-
posure to the targeted political figure, rendering them unable to
discern “uncanny” deepfake artifacts that resemble but do not
perfectly replicate their intended facial features (Brenton et al.
2005). Finally, the last two categories describe traits that we can
intervene on via direct information provision—or raising the
salience of deepfakes conceptually or by example—and accu-
racy priming—or raising the salience or normative value of
engaging with accurate news—each of which we expect to re-
duce deepfakes’ credibility (Pennycook et al. 2020, 2021).

Consistent with our expectations for RQ1, we preregistered
the prediction that all subgroups in table 1 would be differ-
entially susceptible to deepfake misinformation over text and
audio misinformation.

Discerning authentic from fake

Lastly, on RQ3—as with RQl—if popular claims about
deepfakes are correct, they should be nearly indistinguishable
from authentic video clips in a shared context (e.g., a news feed
about politics). Thus, we expected that deepfakes should be
perceived as equally credible as authentic video clips in the same
context.

EXPERIMENTAL DESIGN

To test our hypotheses, we employed two experiments em-
bedded in a survey fielded to a nationally representative sample
of 5,724 respondents on the Lucid* survey research platform.

3. Ambivalent sexism describes a bundle of both outright hostile (e.g.,
“women are physically inferior to men”) and deceptively benevolent views
about women (e.g., “women are objects of desire”) (Glick and Fiske 1996).

4. At the time of fielding, Ternovski and Orr (2022) noted systematic
trends in inattentive survey respondents on Lucid. We describe the battery
of attention checks we employ to maintain a high-quality sample in app. F;
subjects who failed the simple attention checks at the beginning of the
survey were not allowed to complete the survey. All findings are consistent
across samples divided by performance in mid-survey attention checks or
duration spent evaluating stimuli, though slightly smaller in magnitude for
less attentive respondents.
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The first experiment (incidental exposure) presents respon-
dents with a news feed of apparently authentic video clips,
audio clips, and text headlines about candidates in the 2020
Democratic presidential primary, in which a deepfake video of
one of the candidates may or may not be embedded. The
second experiment (detection task) asks the same respondents
to scroll through a feed of eight news videos—randomized to
contain either no deepfakes (dubbed the no-fake feed), two
deepfakes (low-fake), or six deepfakes (high-fake)—and dis-
cern deepfakes from the authentic video clips. Table 2 de-
scribes our overall design, and appendix figure B6 provides a
graphical illustration of the survey flow.

Our design is motivated by a number of considerations.
First, the two experiments capture different quantities of in-
terest by way of comparing different types of randomized
media exposure. The incidental exposure experiment mea-
sures the perceived credibility of a single, carefully masked
deepfake video relative to the equivalent scandal depicted via
other formats or similar reference stimuli about the candidate
in question (RQ1, RQ2). In the incidental exposure experi-
ment, we also compare affect toward the politicians in each clip
as an auxiliary outcome. In contrast, the detection task cap-
tures the credibility of deepfakes relative to authentic videos
(RQ3) measured by overall discernment accuracy and errors
due to false positives.

Second, the experiments both inherently and by their or-
dering allow us to test credibility perceptions across differing
levels of information provision. The first experiment simulates
exposure to a deepfake “in the wild” with, at most, the fol-
lowing verbal description about deepfakes for those random-
ized to receive information: “During the 2016 Presidential
campaign, many people learned about the risk of fake or zero-
credibility news: fabricated news stories posted on websites
that imitated traditional news websites. While this is still a
problem, there is now also the issue of digitally manipu-
lated videos (sometimes called ‘deepfakes’). Tech experts are
warning everyone not to automatically believe everything they
read or watch online.” All participants in the detection task, on
the other hand, are explicitly told about deepfakes, and some
are even provided visual examples of deepfakes if randomly
assigned to be debriefed about their incidental exposure before
the task.

Third, and arguably most important for external validity,
our two experiments allow us to test credibility perceptions
across multiple deepfakes that differ in their targets, quality,
and technology. In the first experiment, as we will describe in
the next section, we hired a professional firm to produce sev-
eral novel deepfakes of a single politician depicted in several
realistic scandals via the face-swap method depicted on the left
side of figure 1. In the second experiment, we used a representative
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Table 2. Overview of Experiments Embedded in Survey

Exposure(s)

Pre-exposure
Interventions

Respondent
Outcomes

(1) Incidental
exposure

1. Pre-exposure authentic cover-
age of 2020 Democratic
primary candidates

2. Randomized exposure to text,
audio, video, skit clip of
Elizabeth Warren scandal, at-
tack ad, or control (no stimuli)

3. Postexposure authentic cov-
erage of 2020 Democratic
primary candidates

o Information about
deepfakes

o Belief that candidate clippings
are not fake/doctored
(credibility)

o Favorability of candidates (affect)

(2) Detection Randomized task environment:
task o No-fake feed: 8 authentic clips
of political elites
 Low-fake feed: 6 authentic clips,
2 deepfakes of political elites
« High-fake feed: 2 authentic clips,

6 deepfakes of political elites

o Debrief of deepfakes
exposed to in (1)
before task

o Accuracy prime

o Deepfake detection accuracy
o Deepfake false-positive rate
o Deepfake false-negative rate

set of pre-existing deepfakes of many different elites made by
experts and amateurs alike via lip-sync and face-swap. To draw
our conclusions from a realistic, externally valid set of deep-
fakes, we use existing knowledge of the population of deep-
fakes “in the wild” (see app. sec. A) to guide the creation and
selection of stimuli in the exposure and detection experiments,
respectively.

To adjust for observable demographic skews in our re-
spondent pool, all analyses are replicated using poststratifi-
cation weights estimated from the US Census in appendix G.
Details of this poststratification and other characteristics of
the sample are given in appendix F.

Incidental exposure experiment

In the first experiment, we implement a2 x 6 factorial design,
pairing a randomized informational message about deepfakes
with randomization into one of six conditions—a deepfake
video (presented as a leaked mobile phone recording) or, al-
ternatively, audio, text, or skit of a political scandal involving
a 2020 Democratic primary candidate Elizabeth Warren, a
campaign attack ad against Warren, or a control condition of
no clip at all—after which we measure several outcomes. In the
incidental exposure experiment, we selected Elizabeth Warren
because she was both a salient politician during the primary

election and (at the time of fielding) had not been the target of
any visible deepfake online. Thus, credibility perceptions
would not be contaminated from prior exposure as would be
the case if we recycled an existing deepfake.

To create a natural environment for media consump-
tion, we surround the experimentally manipulated media
exposure with four media clips, two before and two after.”
These reports are all real coverage of different Democratic
primary candidates, presented either in audio, textual, or video
form. The order and content of these media are fixed and
primarily serve to mask the main manipulation, replicating the
visual style of Facebook posts. The six conditions of our
manipulation (video, audio, text, skit, ad, control) and their
exact differences from each other are shown in table 3, where
video is the group assigned to the deepfake.

Participants in the video, audio, and skit conditions are
randomly exposed to one of five different scandal events to
reduce the possibility that our results are being driven by a

5. App. sec. K displays these surrounding clips, which were included
to better represent a real-world scenario in which a subject is scrolling
through a news feed and to permit a naturalistic presentation of deepfake
videos. These surrounding media were fixed for all conditions and con-
tained a text story of Klobuchar, a video of Biden, and similar media.
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Table 3. Experimental Conditions in Incidental Exposure Experiment

Condition Description of Variation Example Clip
video Face-swap performed on video in skit condition; title

(n = 872) and video edited to resemble leaked video footage.
=
<
>
=
3
O —=
~ I'mislmmwmnuu-mmmm'-puumw"'-muodoprw
< n M“
L
E audio Visuals stripped from video condition; title edited to
% (n = 954) resemble leaked hot mic.
s
§ mganmmwlml Conald Trump "a piece of sh**" and a
[®)
= text Visuals and sound stripped from video condition; title s e S sl
'8 (n = 950) describes scandal as a leak; subtitle describes event ¥ YA congut s s, WA e e Y et Ontn T i
< .
A captured on video. WTIERS G

skit Filmed impersonator portraying a campaign scandal
(n = 956) event; used to create video and audio conditions.
l’ﬂ;;mui?:m-hn:ﬂ::hlmﬂmnﬁme'lmﬂlh“'-ﬁl
ad Campaign attack advertisement describing real scandal

(n = 935) event.
é shing
g Lz Warren ® S pee
% oy

N
]
=
o
&
L
m Tell Senator Warren: No Faux Casino, Pocahontas! | Ad
control No stimulus presented. N/A
(n = 916)

single scandal. Each scandal is entirely fictitious, written to
maximize realism and capture a range of plausible candidate
scandals according to our best assessments, and each respec-
tive video was created in collaboration with a professional
actor and a tech industry partner, both typical of the kinds that
produce current political deepfake videos.®

6. We discuss this collaboration further in app. C. While an academic-
industry partnership may be a unique source for a deepfake video, app. sec. A

demonstrates that the type of deepfake we create—a face-swap deepfake—is
in fact the most common in circulation. Moreover, to the extent that our
deepfake videos differ from the population of deepfakes as a result of this
collaboration, it is likely more compelling than the average deepfake. Despite
this, we still did not find that this deepfake was more deceptive than either
audio or text versions of the same content (see “Results”). We therefore argue
that any bias that results from this collaboration is likely conservative (i.e.,
relative to deepfakes that are not produced by industry partners, we are ar-
guably less likely to observe null results).
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Specifically, the audio condition consists of the audio re-
cording of the actor making a scandalous statement. Partici-
pants in the skit condition are exposed to the original videos
used in the creation of the deepfake video prior to the modi-
fications made by the neural network algorithm. That is, this
condition displays the unaltered video of the paid actress hired
to impersonate Elizabeth Warren, which is clearly framed as
a skit: The title of the corresponding deepfake in the video
condition is shown, but “Leak” is replaced with “Spot On Im-
personation.” Finally, the video condition employs a deepfake
constructed from the footage used in the skit condition. De-
tails on the production of these stimuli are provided in ap-
pendix C, and each of the five scripts are provided in table C5.
We do not register any hypotheses about heterogeneous effects
across these particular scandals within condition but conduct
exploratory analyses that show small differences across condi-
tions (app. J).

Finally, in the ad condition, subjects are exposed to a real
negative campaign ad titled, “Tell Senator Warren: No Faux
Casino, Pocahontas!”, which criticizes Senator Warren’s sup-
posedly illicit support for federally funding a local casino
owned by an Indian tribe despite her previous opposition to
such legislation and her disputed claims of Cherokee heritage.
Although the ad frames Warren as politically insincere, similar
to script (e), and primes the viewer of her Cherokee heritage
controversy, similar to script (c), it stylistically and informa-
tionally differs in many other ways and thus is not an exact ad
counterfactual of our deepfake. Nevertheless, the ad serves as a
benchmark comparison for a deepfake’s affective effect, since it
is an actual campaign stimulus used in the primary election to
activate negative emotions toward Warren.

Following the feed, respondents are asked to evaluate the
credibility of each textual, audio, or video clip in the feed (the
extent to which they believe the clip is “fake or doctored” on a
five-point scale) in between other distraction evaluations
(funny, offensive, informative). Consequently, respondents are
also asked to evaluate how warmly or coldly they feel toward
each of the Democratic candidates on a continuous 100-point
feeling thermometer.

Our main counterfactuals of the deepfake video condition
are the text and audio conditions. Importantly, we do not make
a comparison of credibility (“is this fake or doctored?”) of the
skit and ad stimuli with the three scandal clippings because of
concerns about differential item functioning: It is possible that
respondents say the ad or skit is “fake or doctored” because they
correctly perceive the skit as a staged depiction or the ad as an
edited video rather than because they incorrectly perceive it as
depicting Warren participating in a fabricated event. However,
we can still usefully compare affective responses toward War-
ren between the scandal clippings and these reference stimuli.

Detection task experiment

After completing the battery of questions in which we mea-
sure our primary outcomes of interest and ask another attention
check question, the subjects begin the second experimental
task that measures their ability to discriminate between au-
thentic and deepfake videos.

Before this task, half of the subjects (in addition to all the
subjects not taking part in this task) are debriefed about
whether they were exposed to a deepfake in the first experi-
ment. The other half are debriefed after this final task. This
randomization allows us to test the effect of the debrief, which,
unlike the verbal information randomly provided in the first
stage, provides visual examples of deepfakes. Additionally, half
of all respondents are provided an accuracy prime—an in-
tervention designed to increase the salience of information
accuracy (Pennycook and Rand 2019).

Subjects were randomly assigned to one of three environ-
mental conditions: The percentage of deepfakes in their video
feed was either 75% (high-fake), 25% (low-fake), or 0% (no-
fake). Appendix D displays screenshots and descriptions of each
of these videos. Misclassifications (reductions in accuracy) in
the detection task can be decomposed into false negatives
(misclassifications of deepfakes as authentic), and false positives,
(misclassification of authentic clips as deepfakes). We measure
both, in addition to overall accuracy, to gauge respondents’
discernment abilities and the source of their errors.

In the task itself, we employ videos created by Agarwal et al.
(2019) and a mix of other publicly available deepfake videos of
both lip-sync and face-swap varieties. To the extent that
respondents have previously viewed these videos, we should
expect detection performance to be biased upward, although
no respondent explicitly indicated as such in open feedback.
For the pool of authentic videos, we primarily selected, where
possible, real-world video scandals of the elites used in the
deepfake pool. Unlike in the incidental exposure experiment,
in both the deepfake and non-deepfake pools, we have clips of
Republicans (Donald Trump) and Democrats (Barack Obama,
Joe Biden, Elizabeth Warren), creating both Democratic and
Republican out-partisans in the detection task.

Ethical considerations

Creating deepfakes raises important ethical concerns, which we
aimed to address at every stage of our research design. First,
given the risk of deepfakes disrupting elections, understanding
their effects is of the utmost importance: This research has the
potential to improve the resilience of democratic politics to this
technological threat by better informing policy and consumer
behavior. Second, we created deepfakes of a candidate who was
not currently running for office to ensure that our experiment
could not plausibly influence the outcome of an election. Third,



we designed “active debriefs” that required subjects to affirm in
writing whether they were exposed to false media. Fourth,
deepfakes are increasingly part of the standard media environ-
ment, so our study only exposes subjects to things they should be
prepared to encounter online. Finally, to ensure that our study
does not contribute to the existing supply of online misinfor-
mation, we made it impossible for respondents to download our
videos and have searched extensively for our stimuli online after
our experiment. We can find no evidence that we have con-
tributed to the supply of misinformation with our stimuli. We
discuss these points in more detail in appendix E.
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RESULTS

Figures 2 through 5 summarize our main results, which
robustly reject our hypotheses for RQ1 and RQ2 but pro-
duce a nuanced answer to RQ3. Figure 2 compares baseline
and relative subgroup credibility evaluations and affect toward
Warren from respondents in all the Warren clip conditions.
Figure 3 compares performance in the detection task across
environments and subgroups, while figure 4 and figure 5 break
down performance differences by our preregistered subgroup
traits and by clips, respectively. We organize our results into
three main findings, each of which we discuss in detail in
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Figure 2. Relative to other stimuli, effects of incidental exposure to a deepfake video are minimal overall and across subgroups. Categories for ambivalent sexism
are constructed as equal-sized percentiles from sample values. Thicker lines denote 95% Cls, thinner lines denote 95% Cls adjusted for multiple subgroup
comparisons (Benjamini and Hochberg 1995), and red blocks indicate 95% Cls from two one-sided equivalence t-tests with equivalence bounds (Wellek 2010). For
brevity, the text condition is not shown in the subgroup results for affect; however, in no subgroup condition did text produce a significant effect relative to control.
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Figure 3. Performance comparisons in deepfake detection task by subgroup. Shown are three different measures for n = 5,497 (99%) of respondents who
provide a response to at least one video in the detection experiment task. Coefficient estimates are given in appendix G and are robust to the choice of
missingness threshold. Accuracy is the percent of all videos in the task correctly classified as either fake or real. False-negative rate is the percent
of deepfakes in the task incorrectly classified as authentic (as such, this quantity is degenerate in the no-fake condition). False-positive rate is the percent of

authentic videos in the task incorrectly classified as deepfakes.

relation to our original hypotheses, and conclude with a brief
discussion of external validity.

For all results involving multiple group-wise comparisons
or estimating multiple substantive coefficients, we adjust
p-values according to the Benjamini-Hochberg “step-up”
procedure, which bounds each group of tests’ false discovery
rate at o = .05 without as strict of a correction as the
Bonferroni procedure, which assumes no dependence between
hypotheses (Benjamini and Hochberg 1995). Additionally, we
conduct equivalence tests to test whether estimated effects,
statistically null or not, are substantively null in magnitude

(Wellek 2010). For consistency, we deem an effect “substan-
tively null” if it fails to explain half of a standard deviation or
more of the outcome, that is, falls within the equivalence
bounds of *+.5¢0. We now summarize our findings.

Deepfake scandal videos are no more credible or

affectively appealing than comparable fake media
In the incidental exposure experiment, just under half of
subjects (42%) found our deepfake videos of Warren at least
somewhat credible (top left of fig. 2). However, the videos
were, on average, less credible than the faked audio (44%) and
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significant effects on performance (see app. tables G24, G25, G25). The multivariate model estimates the effects of all predictors jointly and additionally
controls for age group, education, and internet usage. Both models are weighted via a poststratification model (see app. sec. F). Appendix figure 111 shows
that dropping nonrespondents in the task does not change the substantive interpretation of detection experiment results.
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comparable in credibility to the fake text (42%). Both the fake
audio and video clippings not only fail to reject a traditional
null hypothesis of no effect relative to the fake text headline but
also reject the null hypothesis of a minimal change of *.5¢
(=.68) in credibility confidence, let alone a full point step be-
tween confidence categories. Appendix tables G7 and G8 show
that these differences are robust to a variety of model-based
adjustments. Our best answer to RQ1 is, thus, “no.”

Even if deepfakes are not more credible than comparable
fake media, can they still move affect toward the target elite?
Relative to no exposure, videos do slightly decrease Elizabeth
Warren’s favorability as measured by the 0 to 100 feeling
thermometer, though this still fails to clear our equivalence
bounds for a null effect. However, there are demonstrably null
effects of the deepfake video on affect when compared to text
and audio, as seen in the top-right cell in figure 2. Deepfake
videos are also at least as affectively triggering as negative at-
tack advertisements, a decades-old technology, of the same
target. Appendix table G9 produces this same null effect with
model-based controls.

Investigating whether the previous null results mask any
credibility or affect heterogeneities for subgroups specified in
table 1 (panels 2-7 in fig. 2), we find few. The answer we give to
RQ2 is then also “no.” This is not to say that these subgroups
are not moved by a scandal of Elizabeth Warren in general. To
take the most notable examples, sexist attitudes and out-party
identification predict increases in the credibility (substantively
large in the latter case) of the scandal stimulus (app. fig. J14,
tables G18-G19, tables G21-G22) but not disproportionately
so for the deepfake relative to the headline or audio clipping.

Digital literacy and political knowledge improve
discernment more than information
Baseline performance accuracy (fig. 3) in the detection task
(52%-60% across all groups) and error rates of less than 50%
suggest that their discernment capabilities are better than
random. Though, notably, the false-negative rate for our clips is
consistently larger than the false-positive rate despite the av-
erage distribution across conditions of one-third deepfakes and
two-thirds authentic clips. A little more than one-third of all
deepfakes in our feed are undetected, while a little under one-
third of authentic clips are falsely flagged across all subgroups.
Examining whether subgroup traits in table 1 predict per-
formance, we find that neither of our interventions improves
discernment accuracy during the detection task (see estimated
marginal effects on accuracy in fig. 4). While information and
accuracy salience fail, figure 4 shows that respondent traits—
specifically digital literacy, political knowledge, and, to a lesser
extent, cognitive reflection—predict the most substantively
meaningful improvements. Republicans also appear to mar-

ginally outperform Democrats and Independents but scored
little less than a full clip higher in correct classifications than
the rest.

Discernment of authentic videos varies significantly
by partisanship more than deepfakes

Remarkably, although partisanship overall predicts small ef-
fects on performance relative to other traits, an examination of
individual clips (fig. 5) reveals some massive performance gaps
between Democrats and Republicans but only for real videos.
Fifty percent of Republicans believed that real leaked footage of
Obama caught insinuating a postelection deal with the Russian
president was authentic compared to 21% of Democrats, a highly
significant differential according to a simple Chi-squared test
(x2 = 338.3, p <.01). Performance is flipped for the clip
of Donald Trump’s public misnaming of Apple CEO Tim
Cook, which was correctly identified by 73% of Democrats
but only 50% of Republicans (x2 = 78.5, p <.01). Most
striking is that for an authentic clip from a presidential ad-
dress of Trump urging Americans to take cautions around
the COVID-19 pandemic, the finding holds in the opposite
direction: Although a positive portrayal,” at least for Demo-
crats who by and large hold similarly cautionary attitudes
toward COVID-19 (Clinton et al. 2021), only 58% of Dem-
ocratic viewers flagged it as authentic, whereas 81% of Re-
publicans believed it to be real (x2 = 167.89, p <.0l).
Controlling for both clip and respondent characteristics,
appendix figure J23 shows that Republican identity only pre-
dicts a boost in performance when asked to corroborate real
scandal video clippings of Obama.

Thus, individual clips’ performance suggests that partisans
fare much worse in correctly identifying real clips, but not
deepfakes, portraying their own party’s elites in a scandal. In
contrast, digital literacy, political knowledge, and cognitive
reflection bolster correct detections roughly evenly for all clips
(app. fig. J22).

Taken together with the previous finding, this provides a
nuanced answer to RQ3. Baseline discernment accuracy is not
particularly high for any subgroup; however, performance
varies significantly by subgroup. Literacy (both political and
technological) reduces false skepticism, while partisanship in-
creases skepticism about real scandal videos of in-party elites.

DISCUSSION
To summarize, we have demonstrated that deepfakes, even
when designed specifically to depict a prominent politician in a

7. Positive portrayal, here, means depiction of valence traits or char-
acteristics that, all else equal, voters should unanimously prefer more of
rather than less of (Bartels 2002b).



scandal, are not uniquely credible or emotionally manipu-
lative. They are no more effective than the same misinfor-
mation presented as text or audio or the same target attacked
via a campaign ad or mocked in a satirical skit. Our experi-
ments reveal that several characteristics are essential compo-
nents of how citizens process both authentic and fake video
media. In particular, at least two types of prior beliefs (parti-
sanship, sexism) can enhance the credibility of fake media,
while general knowledge about politics, literacy in digital
technology, and propensity for cognitive reflection can bolster
discernment.

Theoretical implications

Our results for RQ1 and RQ2 concord with a growing body of
research on video media effects (Dobber et al. 2021; Vaccari
and Chadwick 2020; Wittenberg et al. 2021), which, taken
together, cast doubt on the fear that manipulated videos
themselves will directly deceive the public of false events on a
mass scale. The emergence of “misinformation” as a phe-
nomenon of public interest has led to an understandable
emphasis on credibility and deception as outcomes in the
broader study of political media. However, for motivated
respondents, these outcomes are in flux even when exposed to
both authentic media and analogously falsified nonvideo
media. That is not to say the effects of video media in particular
are not worthy of further scholarship: Video media varies on
many theoretically relevant dimensions beyond facticity, in-
cluding presentation of gender, dynamics in vocal tone, and
patterns of facial expressions known to influence perceptions
of its subject (Boussalis et al. 2021; Knox and Lucas 2021).
Given the “primacy of visual communication for human cog-
nition” (Hancock and Bailenson 2021, 150), the downstream
impact of deepfakes could be deeper and more complex than
our design can infer.

Our results for RQ3 in particular reinforce a broader
scholarly view on public opinion: When evaluating informa-
tion, voters are more perceptive of the congeniality of infor-
mation (e.g., whether a copartisan is negatively portrayed)
than its other attributes (e.g., authenticity). In fact, the detec-
tion task results suggest that this motivated reasoning occurs
more often with authentic videos than with deepfakes. With-
out further assumptions or subjective assessments, we cannot
pinpoint exactly which other attributes that widely differ
across our real and fake stimuli (e.g., plausibility of event,
magnitude of scandal, policy area, issue salience) explain this
difference. However, we rule out attributes such as source cue
(fig. J20) and the type of scandal (fig. J16 and J18).

That said, we find strong evidence that certain subject at-
tributes significantly affect deepfake detection capacity, inde-
pendently of partisan-motivated reasoning. In keeping with a
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now-robust literature on the correlates of the persuasiveness of
“fake news” and other contemporary media, we find sub-
stantively large heterogeneities in deepfake detection. The
largest is in subject digital literacy, further advancing the case
that this construct is a key moderator of digital media effects
(Guess and Munger 2023; Luca et al. 2022; Munger et al. 2021).
This result agrees with the scope conditions of digital literacy
proposed by Sirlin et al. (2021), who find that it is useful
for understanding accuracy discernment but not for sharing
behaviors. We find smaller but still significant heterogeneities
by subject cognitive reflection, in agreement with a large, re-
lated literature (Mosleh et al. 2021; Pennycook and Rand 2019;
Stecula and Pickup 2021).

In contrast, we do not find that accuracy priming subjects
influences their overall performance. Increases in the true
detection of deepfakes are outweighed by increases in false
positives. Our finding thus disagrees with the conclusion from
a related literature (Pennycook and Rand 2022; Pennycook
et al. 2021), although the scope conditions of our experiment
do not perfectly overlap with previous studies. Future research
should probe the limits of these accuracy primes.

It is tempting to conclude from our topline results that
scandals do not matter. More accurately, our findings imply
that the exact details and the medium through which they are
initially communicated may not matter, at least on first reac-
tion and in an experimental setting. In this view, the latest
deepfake technology needn’t be harnessed to implicate one’s
political adversaries in a scandal: A far less sophisticated attack
ad or a satirical skit priming the same character traits may be
equally effective. Given recent evidence that Americans may be
more responsive to the policy preferences and constituency
activities of their representatives (Costa 2021), future studies
might evaluate the effectiveness of deepfake scandals that
highlight policy incongruences between candidates and their
audience.

In light of our findings, policymakers should devote more
time and resources to bolster the credibility of real news videos
and curb the development and spread of deepfake videos that
cause psychological or social damages for their targets. Recent
counts of deepfakes on the Internet find that most are non-
consensual pornographic clips of women (app. A), suggesting
that perhaps the greater, more novel harm of deepfakes is the
harassment of its targets, not the deception of its viewers.

At the same time, we follow Ternovski, Kalla, and Aronow
(2022) in cautioning against the indiscriminate deployment of
interventions warning the public about deepfakes. Our find-
ings suggest that targeted informational interventions cause a
small reduction in the credibility of deepfakes but at a cost to
the credibility of nonmanipulated videos, in concurrence with
Vaccari and Chadwick (2020). The trade-off between these
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“false negatives” and “false positives” has implications for the
health of democratic information environments and thus
should not be made lightly. The design of optimal misinfor-
mation interventions on these and other dimensions remains
an open problem (Saltz et al. 2021).

External validity

External validity is a central concern for all experimental re-
search, especially tightly controlled media effects experiments
like the ones we conduct here. We therefore address four ex-
ternal validity considerations about our results. First, it is
possible that deepfakes of other less salient elites may produce
larger effects relative to text or audio than the ones seen here.
However, thus far, deepfakes of this kind (at least accessible to
the public) have been exceedingly rare, possibly because of
technical limitations: As we describe in appendix C, deepfakes
require a large training set of high-definition facial images,
which may be unavailable for a city councilor or a low-profile
Congressman. We believe our effects are representative of the
kind likely to be seen in the present population of deepfakes
(app. A), though research on “downballot deepfakes” would be
valuable. Furthermore, the population of future deepfakes may
well be different from the population of present deepfakes.
This “temporal validity” aspect of external validity is a fun-
damental constraint on the scope of social scientific knowledge
(Munger 2019, 2023).

Although we created and selected, to the best of our abil-
ity, a diverse and representative set of publicly accessible
deepfakes, we cannot control for all idiosyncratic features of
each clip. Future scholars may wish to decompose our multi-
dimensional treatments into their constituent causal attributes,
but that requires careful identification assumptions that the
present design cannot afford (Egami et al. 2018). We also
cannot demonstrate that either our deepfakes or authentic
clips are exactly representative of these features in the news
environment. There is a fundamental trade-off between ex-
perimental control and external validity on every possible di-
mension, and our study insists on high levels of the former.
Relatedly, according to the Brutger et al. (2020) framework of
experimental abstraction, our design choices along the di-
mensions of situational hypotheticality and contextual detail
are unlikely to have substantially influenced our results. One
thing we can consider is how our results might differ if elites in
our detection task were shown in proportion to how often they
were actually involved in scandals. For example, according to
journalistic (Leonhardt and Thompson 2017) and scholarly
(Bode et al. 2020) accounts of President Trump’s behavior, it is
possible that news consumers during this period would en-
counter many more authentic scandal videos of Trump than of
other elites. Given the unique nature of President Trump’s

relationship with the media and traditional standards for ev-
identiary claims, we have reason to expect that the effect of
these videos might differ from those of other Republican elites.

Similarly, we cannot test for heterogeneous effects ac-
cording to the gender of the targeted politician. However, it is
possible that deepfake effects on male targets are smaller than
those for female targets because of sexism on the part of voters.
Indeed, when we regress affect toward Warren on a measure of
ambivalent sexism, ambivalent sexism is more predictive than
the effect of the treatment condition (e.g., text, audio, deep-
fake).® Given the current trajectory of female candidate
emergence (Bernhard and de Benedictis-Kessner 2021), the
prevalence and potency of gender-based attacks received
during their campaigns (Cassese and Holman 2018), and the
fact that women are in general more likely to be the targets of
online harassment, it is important to understand the potential
effects of deepfakes for female candidates in particular. How-
ever, future studies may better disentangle the degree to which
the effects we do and do not observe are due to implicitly
conditioning on a female target as opposed to being generally
true of deepfake effects.

Relatedly, Republicans and Democrats disproportionately
encounter favorable media coverage of their party’s elites to
begin with, which suggests respondents’ detection of deepfakes
may look different in the wild. If all Democrats’ and Republi-
cans’ false-positive rates were regraded by dropping non-
congenial clips in their detection task, Democrats improve false
positives from 24.3% to 13.7%, while Republicans improve
from 18% to 17.8%. Ideological segregation and selective ex-
posure in media consumption—to the extent that it exists—
may thus attenuate rates of false skepticism about authentic
media.

In this study, we elicited credibility perceptions of clippings
(“is this clip real?”), which may be distinct from belief in the
occurrence of the depicted event (“did X happen?”). In theory,
someone could flag a video as a deepfake yet believe that the
event still occurred. However, manipulation checks on two
clips in our detection task suggest that respondents who be-
lieve the video is fake generally believe the event did not occur
and vice versa (fig. ]24 in app. J). Exploring the theoretical and
empirical distinctions between these outcomes is a research
agenda of its own.

Finally, we recognize that deepfake technology will continue
to improve beyond the scope of this experiment. Although we
have faithfully replicated the deepfake production process using
the best available technology at the time of fielding, readers may

8. Table G23 reports this regression, where ambivalent sexism is a
measure created from a short question battery, shown in app. sec. K.1.



live in a world where open-source deepfake technology is ca-
pable of generating photorealistic deepfakes completely indis-
tinguishable from authentic videos. In this case, reactions to
deepfakes may more closely resemble the responses to real
videos we have seen here, where cognitive effort and literacy
still improve discernment, while partisanship continues to
drive false beliefs depending on what is shown. Thus, while we
encourage technological solutions to contain the spread of
manipulated videos as well investments in both crowd workers
and algorithms to detect deepfakes to begin with (Groh et al.
2022), there will never be a substitute for an informed, digitally
literate, and reflective public for the practice of democracy.
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